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Abstract 
 

In this paper, a new high-speed multiplication algorithm has been presented. A 
multiplier has three important steps, which include partial product generation step, partial 
product reduction step, and final addition step. In partial product generation step, a new 
Booth algorithm has been presented. In partial product reduction step, a new tree structure 
has been designed and in final addition step, a new hybrid adder using 4-bit blocks has 
been proposed. A new partial product reduction algorithm using counter architecture is 
designed. A novel full-adder has been proposed. Simulations have been done with Spice 
and C codes. The proposed multiplier has 13 percent reduction in transistor count, 11 
percent improvement in power consumption and 10 percent delay modification in compare 
with other multiplication algorithms. 
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1.  Introduction 
Multipliers have an important effect in designing arithmetic processors. In recent years, high-speed 
multipliers have important role for microprocessors architecture and much investment has been 
dedicated to design new structures [1,2,3]. Many algorithms for designing high-speed multipliers have 
been modified and developed [4,5]. Some modified Booth algorithms have been presented. New array 
structures have been proposed. Number of hybrid adders was developed. Some CMOS techniques such 
as pass transistor logic and differential cascade voltage switch logic have been designed [6,7]. While 
the Booth method decreases the inner products, new CMOS techniques achieve high-speed blocks. For 
implementing these algorithms, full custom design algorithm was preferred to standard ones. These, 
however, have some problems with flexibility of design and much time to implement. In a try to solve 
these problems, modeling in hardware description languages and synthesis are researched. 

This paper describes a low-power and high-speed multiplier suitable for DSP applications [8,9]. 
So, a high speed Booth algorithm, a full-adder, and 32-bit hybrid adder based on a carry select adder as 
components is designed. The high-speed Booth algorithm, speed-up the modified Booth algorithm and 
decreases the number of gates near 20% in compare with to the CMOS one [5,6,8]. Further, a new 
partial reduction algorithm using full-adders are presented to reduce time. Finally, ten carry select sum 
components are used to design a 32-bit hybrid adder. 
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2.  Modified Booth Algorithm 
To handle the implementing of signed numbers, a new algorithm with Booth recoding method are 
presented, assume X is the n-bit multiplicand, Y is the m-bit multiplier and P is the product of X and 
Y, then 

 
With changing expressions above 

 
Where expressions for E1 and E2 can be showed as 

 
Allowing for the Booth encoding and sum up the necessary bits in each row of partial product, 

the number necessary to be summed in inner products can be calculated as follows 

 
Figure 1 shows presented method with Booth algorithm structure. The large numbers of bits in 

this part of the inner product bits are substituted by only a few bits. Also, the area is decreased. 
 

Figure 1: The structure of inner product generation using the novel algorithm with Booth technique 
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3.  Block Diagram of the Multiplier 
The multiplier architecture is showed in Figure 2. The multiplier uses three components: the Booth 
algorithm, the array structure, and the final hybrid adder [10,11]. The Booth algorithm produces inner 
products using new structure. The array structure sums inner products from the Booth algorithm, and 
produces two 32-b operands for final addition. In the array structure, the Wallace binary algorithm 
method was used to decrease time needed. The hybrid adder is a 32-b carry select adder and produces 
the result. 

In presented multiplier, to obtain speed both the Booth structure and the array algorithm are 
used. Furthermore, in order to better structure, a new adder, has been designed as an array component 
instead of conventional full adders which are commonly used for multiplier structures. Transferring to 
17*17-bit multiplier has been done. Simulations show appropriate modification for multiplication 
algorithm in compared with other multipliers. We used SPICE and C codes for simulations. 
 

Figure 2: Structure of the multiplier 
 

 
 
 
4.  Carry Hybrid Adder Design 
Designing of full adders have two important structures. Adder architecture is the first structure. Carry-
ripple makes the worst path in adder structure. Many algorithms have been designed for modification 
the carry ripple path. Most used adder structures are chain carry adder, carry skip adder, carry hybrid 
adder and prefix adder. Each adder has its advantages and disadvantages. Usually, obtaining high-
speed circuits need bigger and more complicated circuits. There are trade off between speed and 
complication in these algorithms. These adder structures have different electronic characteristics. Some 
are suitable for delay time and others are suitable for power consumption. In this design 4-bit adder 
structure has been developed, carry-hybrid adder is used as the base structure. This kind of adder is 
usually designed for high-speed structures, where power consumption is not important. 1-bit full adder 
architecture is the second structure. Different implementations for CMOS techniques are obtained for 
full adder architecture. Problems here are high-speed production carry output that can be achieved by 
the next step. 
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The structural chart of the carry-hybrid adder is presented in Figure 3. This algorithm has 
advantages of carry select adder, by doing all the calculations in one cycle and this can be done from 
the least bit carry in to the next step. Because, the delay of the multiplexer is low, extra logic can be 
used after multiplexer within the next step, letting additions in less time. 

Because already the architecture of 4-bit carry-hybrid adder is implemented, the structure of 2-
bit full adders is very important for performance and minimum area needs of the complete structure. 
The architecture of 2-bit adder can also be into two modules, implementing of 1-bit adder and design 
of carry-ripple. 
 

Figure 3: Architecture of 4-bit carry hybrid adder 
 

 
 
 
5.  New Full Adder 
Full adder has an important role in designing big adders such as the chain carry, carry prefix, and carry 
hybrid adders and other arithmetic operators [10,11,12]. Full adder has an important effect in 
performance of multiplier implementation. The full adder inputs are the two one bit digit to be added, 
A and B, and the carry input iC  coming from the digits computations. The outputs are the outcome of 
the sum operation S and the carry out 0C , showed by 

 
From which o iC C= if A B≠ , and in this form, the full adder is in the spread form. The 

formerly adder structures are designed by chaining full adders, each of full adders has its carry related 
to the carry input of the next one, as shown in Figure 4. The resulting delay calculates from the carry 
propagation (i.e., with all full adders in the spread form) from all full adders, as shown in Figure 4 by 
the path in the line. So, the worst delay is as like as to the product of the carry input to carry output 
delay carryτ of the full adder, and it is enough to know the differences in carryτ  to calculate the adder 
delay. 

To calculate the delay of full adder an input signal is used and simulation with programming 
code is done. Because from Figure 4, each full adder is motivated by a unit, the circuit structure to 
compute carryτ is reported in Figure 4. The full adder structure in Figure 5 is designed with the CMOS 
technique. 
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Figure 4: Structure to compute the carry propagation delay carryτ  of the adder 

 

 
 

Figure 5: Adder structure 
 

 
 
 
6.  Partial Product Reduction Algorithm 
A new partial product reduction algorithm using counter architecture and partial product reduction 
structure is designed. In this algorithm, the entire multiplier structure was synthesized entirely. The 
counter includes of a part where the partial product bit structure is showed in decreasing stages. This 
section in our design showed in Figure 6, presents the partial product counter of the multiplier 
structure. This section in this form uses the counters that are processed in the reduction procedure and, 
therefore, shows a counter architecture to the suitable bit place. It will be used as a counter part. It 
should be noticed that there are a number of input signals into the part and a number of output signals 
into the vertical part and a number of output signals obtaining from the part which are then being 
passed to the next counter part relating to the first higher order bit position. 

In Figure 6, decreasing matrix of partial products by a tree of full adder using one counter part 
has been shown. On the other hand, each full adder generates a carry out which goes the part of next 
stage. Therefore, the worst path is not only a path through a given part, but is also a path through the 
parts. As previously mentioned, the counter decreases the path. The aim of the following method is to 
decrease both paths by building parts that are optimized for a minimal delay. An algorithm for 
designing counter parts by using critical paths is presented. In this paper, ideas from previous Booth 
algorithms, counters, final adder and partial product reduction techniques have been used and a new 
multiplier has been presented that has better electronic parameters in compare with other conventional 
multipliers. 
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Figure 6: Partial product reduction structure 
 

 
 
 
7.  Conclusions 
The multiplier is an important part in arithmetic processors. Especially, the current mobile applications 
need ICs with high-speed operators and low power consumption. A new high-speed multiplier has 
been presented. In partial product generation step, a new Booth algorithm has been proposed. In partial 
product reduction step, a new tree structure has been modified and in final addition step a new hybrid 
adder using 4-bits blocks has been presented. Proposed Booth algorithm has important effect on 
multiplier performance. The modified algorithm and structure for multiplier implementation takes 
advantage of new adder circuits in order to make a universal counter that decreases the critical path of 
the multiplier. The reduction tree is used into vertical parts that are optimized entirely to generate 
counter parts. This minimization does not only include the signal path, but also includes the signals 
from the former counter parts. A novel full-adder has been presented which reduces critical path of 
partial product reduction step. This project has been implemented using C language and Spice 
simulation. For comparison, other multiplication algorithms have been implemented in 17*17-bit scale. 
Simulations have been done in 90-nm CMOS process. The proposed 17*17-bit multiplier has 11552 
transistors, delay time of multiplication process is 3.2 ns and power consumption is 124 mWatt. The 
proposed multiplier has 13 percent reduction in transistor count, 11 percent improvement in power 
consumption and 10 percent delay modification in compare with other multiplication algorithms 
[8,9,10,11,12]. 
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